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Abstract
Personal data flows across digital technologies integrated into peo-
ple’s lives and relationships. Increasingly, these technologies in-
clude Generative AI. (How) should personal data flow into and out
of GenAI models? We investigate how people experience personal
data collection in GenAI ecosystems and unpack the enablers and
barriers to governing their data. We focus on personal data col-
lection by Meta, specifically Instagram, in line with their recent
policy update on processing user data to train GenAI models. We
conducted semi-structured interviews with 20 Latin American In-
stagram users, based in Europe and Latin America. We discussed
the acceptability of their data flowing in and out of GenAI models
through different scenarios. Our results interrogate power dynam-
ics in data collection, the (inter)personal nature of data, and the
multiple unknowns concerning data and their algorithmic deriva-
tives. We pose provocations around feelings of powerlessness, re-
framing (inter)personal data, and encountering unknown data and
algorithms through design.

CCS Concepts
• Human-centered computing → Empirical studies in HCI; •
Security and privacy→ Social aspects of security and privacy; •
Social and professional topics → Government technology policy.
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1 Introduction
“Learn more, create more, do more,” reads a header on Meta’s website
[50] with information about their AI intelligent assistant. This push
towards learning/creating/doing more is accompanied by promises
of productivity and convenience associated with Generative AI
(GenAI). GenAI models are entangled with millions of (personal)
data [14]. So much so that among the vast amount of personal
information in the training data sets of popular GenAI models,
researchers found nude photographs and banking details [33]. In-
creasingly, GenAI tools are deployed in digital products routinely
used by millions, such as Adobe Photoshop, Grammarly, and In-
stagram. It has opened the possibility of using even more personal
data to continue training and developing these models. Does it align
with what people (already) expect from personal data collection
and use? Data are undeniably central to GenAI, yet these data are
often produced through people’s actions and interactions. How are
their perspectives and wishes accounted for?

We grapple with these questions in the context of Meta’s prod-
ucts. These are pervasive in people’s everyday lives. In some regions,
such as Latin America, mobile data costs for Meta’s products are
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waived [29], making them the preferred form of communication
and access to information. In June 2024, Meta announced an update
to their Privacy Policy related to processing user data for GenAI
models (Section 2). The update states how Meta will use people’s
posts, photos, captions, and the messages they send to an AI to train
GenAI models. Further, it describes how Meta might process data
from users and non-users of Meta’s products whose information
might be shared by users of Meta on their platforms. Although
Meta already collects a plethora of personal data from its users,
(potentially) using these data to train GenAI models introduces a
new paradigm. Thus, it is a unique opportunity to learn about and
foreground people’s experiences as the privacy update unfolds.

Re-framing the questions above, does Meta’s privacy update
align with what people (already) expect from personal data collec-
tion and use? How does Meta account for people’s perspectives and
wishes? Let’s say an Instagram user posted a bikini selfie1 in 2018.
Would it be reasonable for her to expect her selfie to be used to
train GenAI models? Even more so, when creating her Instagram
account, could she have expected that Instagram – now Meta –
would use her posts, photos, and captions outside the parameters
they were originally shared? What if she posted pictures of her
friends and family and vice versa? Does her data spread into other
people’s data? Moreover, assuming she becomes aware of the pri-
vacy update via Meta’s notification, she would know something
about her data being used to train GenAI. Would she know what it
actually means for her data to be used to train GenAI? What can
she do about it?

In this paper, we unpack how people experience personal data
collection and the enablers and barriers to exercising their rights
and governing their data in GenAI ecosystems. We investigate:

(RQ1) How do people experience personal data collection
for training GenAI models?
(RQ2) How do people articulate privacy norms around per-
sonal data collection for training GenAI models?
(RQ3) Why do people decide (not) to opt out of personal
data collection to train GenAI models?

We draw from the Contextual Integrity (CI) scenario-based inquiry
[58] and Meta’s Privacy Update to develop and discuss up to ten
scenarios with varying information flows with 20 Latin Ameri-
can Instagram users, 10 based in the European Union (EU), and
10 based in Latin America (LATAM). We ground these scenarios
on participants’ own data (i.e., Instagram posts, photos, and their
captions). As part of our study design, we supported participants in
understanding Meta’s privacy update, gaining awareness of their
data rights, and exercising their right to opt out of Meta’s data pro-
cessing to train GenAI models if they so wished. Additionally, we
created a Zine summarising important concepts around personal
data and data governance in GenAI that we distributed to our study
participants and their network to invite them to reflect further and
discuss.

In sum, we contribute with: (1) a qualitative application of CI
and analysis of how people experience the processing of personal
data to train GenAI models, including the enablers and barriers to
governing their data, (2) the (un)acceptability spectrum, describing

1We use this and the other examples in this Section as they were discussed with
participants during the interviews.

the acceptability of personal information flowing into and out of
GenAI according to four dimensions: identifiability, privacy, speci-
ficity, and labor, (3) three generative provocations that highlight the
shortcomings of processing personal data to train GenAI models
and open further discussion, and (4) a Zine aimed at the general
public summarizing important concepts and discussing our findings
in English and Spanish.

2 Context: Meta’s Policy Update
Meta announced an update to their privacy policy [47, Accessed
in June 2024], going into effect on June 26, 20242. Users of Meta’s
products in the EU received a notification informing them of this
update (Fig. 2). The main change introduced concerned using the
information individuals share on Meta’s products to develop and
improveAI atMeta. Togetherwith the updated policy,Meta released
a document titled: “How Meta uses information for Generative AI
models and features” [48].

Figure 2: Notification received by Instagram users in EU and
the information displayed when clicking on the notification.

According to Meta [47, 48], they use a combination of data to
train their AI models. It includes (1) information that is publicly
available online, (2) licensed data from other providers, and (3) in-
formation shared on Meta’s products and services – which includes
posts, photos, captions, and messages sent to an AI. Meta states that
information publicly available online and licensed data from other
providers may include personal information. They clarify that this
might impact both Meta users and non-users.

“Even if you don’t use or Products and Services or
have an account, we may still process information
about you to develop and improve AI at Meta. For
example, this could happen if you appear anywhere

2At the time ofwriting,Meta’s Privacy Policy is being revised due to concerns expressed
by European regulators, as it is not compliant with the GDPR. Meta’s privacy policy
states: “Based on feedback from regulators, we’re delaying our changes to the use of
your information to develop and improve AI at Meta. We’ve reflected this change in
our Privacy Policy Update on June 26, 2024” [48, Accessed in June 2024]
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in an image shared on our Products or Services by
someone who does use them or if someone mentions
information about you in posts or captions that they
share on our Products and Services.” From “Where
does Meta get training information?” [48, Accessed in
June, 2024]

Meta’s legal basis for processing personal information to train
GenAI models is legitimate interest [47, Accessed in June 2024]. It
applies when personal data processing is necessary to preserve the
interests of data controllers (e.g., Meta) and outweighs any risk(s)
to individuals. It requires individuals to be informed – although
they do not need to consent, and reasonably expect at the time and
in the context of collecting personal data that processing for that
purpose may occur.

Opting-Out Process
Users in the EU may opt out of data collection by using an online
form3. It can be accessed through Instagram’s notification (Fig. 2).
When conducting this study, the form requiredMeta’s users to input
their country of residence and email address and fill in a required
text field that cites: “Please tell us how this processing impacts you.”4

When submitting their request, users read:

“We’ll review objection requests in accordance with
relevant data protection laws. If your request is hon-
ored, it will be applied going forward. We may still
process information about you to develop and im-
prove AI at Meta, even if you object or don’t use our
Products and Services. For example, this could hap-
pen if you or your information: (1) appear anywhere
in an image shared on our Products or services by
someone who uses them, (2) are mentioned in posts
or captions that someone else shares on our Products
and Services.” From “Object to Your Information Being
Used for AI at Meta” [51, Accessed in June, 2024]

Users of Meta have perceived the opting-out process as ambiguous
and arbitrary. Several artists attempted to follow the process and
received a response stating thatMeta is “unable to process the request”
until they submit evidence that their personal information appears
in responses from Meta’s GenAI [36]. In places where the form
is not available, users have resorted to creative ways to attempt
to opt-out. Users of Meta in LATAM posted captioned images on
Facebook and Instagram stating: “I do not consent to Meta using
the images, videos, audios, and texts uploaded by me to any of their
platforms for anything related to AI” [72].

3 Related Work
3.1 Personal Data Flows in Generative AI
Personal data corresponds to any information related to an identi-
fied or identifiable person. It has multiple forms and formats [81];
within Meta’s ecosystem, these include: (1) account information

3Form available at: https://help.instagram.com/contact/233964459562201
4At the time of writing, this version of the form has been replaced. Users no longer
need to input their country of residence; the text field is no longer required.
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Figure 3: Flow of personal data in Meta’s GenAI development
process, adapted from Duffourc et al. [25]

(e.g., name, email address), (2) volunteered content (e.g., text, im-
ages), (3) digital interactions (e.g., DMs, comments), (4) personal us-
age (e.g., search queries, time spent) and (5) personal inferences (e.g.,
inferred interests, inferred ads), among others [32, 81]. Sometimes,
personal data is public, or publicly available (e.g., email address
on a personal blog). This has opened the way for personal data to
be (re)used in multiple ways, including scraping it for scientific
research and training GenAI models. Whether (re)using publicly
available personal data represents a privacy violation is disputable
and varies per regulation5. On one hand, (re)using personal data
could violate privacy expectations. Sharing a selfie on a publicly
available blog for a specific purpose (e.g., updating readers) doesn’t
mean expecting said selfie to be used for other purposes (e.g., train-
ing GenAI models). On the other hand, pervasive data collection
and consumption have proliferated the view that data shared pub-
licly online is available to anyone [33, 78]. When personal data
is not publicly available, it is private personal data (e.g., DMs on
Instagram).

GenAI describes AI models capable of generating content such
as text, images, sound, and videos. It has become popular and per-
vasive through models that generate text and images, like ChatGPT
and DALL-E. These models are trained with large amounts of data
(e.g., text, images) [14] – in most cases data that is publicly available
on the internet (e.g., Google’s Bard [75], Meta’s Llama 2 [49], Stable
Diffusion’s Midjourney [5]). Some of the data used to train GenAI
models is private personal data, posing risks to individuals’ privacy
and security [28]. Lee et al. [42] proposed a taxonomy of AI privacy
risks, including (1) identification, linking data points to an individ-
ual’s identity; (2) aggregation, combining various pieces of data
5In the EU, the GDPR considers publicly available data within the scope of personal
data, processing such data requires a valid legal basis (e.g., informed consent). Other
regulations, such as the California Consumer Privacy Act (CCPA), exclude publicly
available information from its scope. Regulations in LATAM state that processing
publicly available data does not require informed consent.
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about a person to make inferences beyond what is captured in the
data; (3) distortion, disseminating false or misleading information
about people; (4) exposure, revealing sensitive private information,
and (5) surveillance, watching, listening or recording an individual’s
activity; among others.

Duffourc et al. [25] illustrate how personal data are harnessed
in various stages of the GenAI development process (Fig. 3), (1)
training the model, (2) interacting with the model, (3) generating
outputs, and (4) further improving the model. First, models are
trained on large datasets primarily constituted by publicly avail-
able information, including personal information [43], for instance,
“public”6 social media profiles and personal blogs. More recently,
changes in service providers’ terms of service have made this usage
explicit (Section 2). Second, users of GenAI applications further
contribute data in the form of account data (e.g., email address) and
their interactions with GenAI models (e.g., prompts and inputs to
GenAI). In the case of Meta, it “could include text, document, im-
ages, or recordings” [48, Accessed in June 2024]. Third, the outputs
generated by GenAI models in response to prompts can contain per-
sonal data learned through training or provided by individuals (e.g.,
names and phone numbers) [15, 83]. Golda et al. [28] underline how
these outputs, in the form of deepfakes, could harm individuals by
using their likeness, voice, or identity without their consent or con-
trol. Fourth, personal data collected for developing and improving
GenAI models may be retained for further use [25].

Sensitive, private, and public personal data have been found in
GenAI training datasets (e.g., [5, 25, 33, 43, 55]) and are likely to
continue to be integrated into GenAI due to recent policy updates.
Previous research has explored this from the perspectives of privacy
and security. We foreground people’s perspectives as they navigate
this shift in how their data is used.

3.2 Data Protection, Governance, and Activism
in the EU and LATAM

Personal data collection and use are protected across legislations
and, in most cases, require explicit informed consent. In the EU, the
General Data Protection Regulation (GDPR) establishes the legal
basis for processing personal data7, defines a special category of
sensitive personal data8, and provides rights to individuals over
their data. According to the GDPR, data subjects (i.e., individuals
whose data is processed) have the right to be informed on how
their data will be used, access their personal data, rectify inaccu-
rate or incomplete data, erase their personal data (i.e., right to be
forgotten), restrict processing in specific circumstances, object
the processing of personal data, and data portability, obtain a
copy of their personal data. Similarly, in LATAM, the Habeas Data
(Latin for “may you have data”) establishes a protected category

6The term is in quotation marks as the public nature of this type of content is contested
and varies per regulation, as described in Section 3.2.
7In the GDPR, the legal basis for processing personal data are contract, legal obligations,
vital interests of the data subject, public interest and legitimate interest [27, Art.6])
8In the EU, GDPR defines sensitive data as a special category of personal data that
includes racial or ethnic origin, political opinions, religious or philosophical beliefs;
health-related data; and data concerning a person’s sex life or sexual orientation,
among others [27, Art. 9].

of sensitive personal data9, and provides rights to individuals over
their data – stored in databases [61]. Habeas Data includes the
right of individuals to be informed about how their data will be
used, access their personal data, update their data when necessary,
rectify inaccurate or incomplete data, and erase their personal
data. These rights, however, are difficult to enforce in practice [61].
Local legislation further protects individuals from how their data
are (mis)used (e.g., Ley 25.326 in Argentina [20], Lei 13.709 in Brazil
[65], Ley 1581 de 2012 in Colombia [18], Ley Federal de Protección
de Datos Personales in Mexico [19], and Ley 29733 in Perú [21]).
Most of these enable the processing of personal sensitive data to
safeguard the data controller’s legitimate interest10 [72].

Individual rights can be seen as opportunities for empowerment.
Vincent et al. [78] propose practices that allow people to influence
the performance of data-dependent technologies supported by these
rights. These include (1) data strikes: withholding or deleting data,
enabled by rights to delete; (2) data poisoning: contributing harmful
data, enabled by rights to rectify and update; and (3) conscious data
contributions: contributing data to a competitor – enabled by rights
to access and data portability. Proactive and reactive practices where
individuals can leverage their data (rights) to affect technology
design, development, and deployment fall under the umbrella of
data activism [4, 53]. These practices include a broad range of
activities at the individual and collective levels: from individuals
using private browsing windows when shopping [77] or going to
court to exercise their rights to delete data [44]; to a community of
Reddit users changing their subreddits configuration to protest a
policy update [54] or a group of people gaining agency over their
data and deciding who to share it with through the Solid project
[71].

Personal data usage in the GenAI lifecycle is governed by data
protection laws such as the GDPR11 and the Habeas Data. Product-
service providers like Meta allow users to delete or restrict their use
of personal information to train AI models and exercise their rights
under relevant data protection laws. We use Meta as a case study
to understand how people experience personal data processing
to train GenAI models. We deliberately incorporate data activism
into our study design by supporting participants in knowing and
exercising their rights if they so wish.

3.3 Data Privacy and Contextual Integrity
Privacy is understood as individuals (re)defining and managing
boundaries around their information across multiple contexts (e.g.,
who accesses content from a private Instagram account). Pervasive
personal data collection expands the scope of these boundaries to
the realm of data – where individuals, but also product-service
providers manage these boundaries. HCI researchers have inter-
rogated people’s experiences and concerns around data privacy.
Focusing on mobile apps, Shklovski et al. [67] found people to be

9In Latin America, sensitive data includes racial or ethnic origin, political opinions,
religious or philosophical beliefs, health-related data, data concerning a person’s sex
life or sexual orientation, and biometric data.
10Legitimate interest is the legal basis from which Meta aims to collect personal data
from users to train their GenAI models (Section 2).
11The Artificial Intelligence Act (AI Act) further regulates AI in the EU by classifying
AI applications by their risk.
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“creeped out” by the shared data being more than they seem. Simi-
larly, Gómez Ortega et al. [30] and Kurze et al. [39] found people
experiencing creepiness and discomfort from the sensitive and in-
timate information revealed through their data. Creepiness has
been accentuated through interactive design projects that invite
people to engage differently with their data and critically discuss
data privacy [23, 24, 32, 66].

Crabtree and colleagues [17] describe the underlying theories
from which privacy is understood; privacy as control, boundary
management, and contextual integrity. Privacy as control relates
to managing the flow of personal information through activities
such as limiting disclosure [80]. Privacy as boundary management
[1] relates to selectively disclosing personal information as people
move between privacy and publicity according to context and inten-
tion [60]. Privacy as Contextual Integrity (CI) [57] frames privacy
regarding the appropriateness of information flows according to
social or cultural norms and grounded in specific contexts. CI is
considered an appropriate framework for understanding privacy
norms, especially in HCI research, as it was developed “in an attempt
to understand what people saw threatened by novel sociotechnical
practices wrought by a family of technologies, including computers,
digital networks, information systems, databases, communications
media, electronic hardware, and software” [58].

As proposed by Nissenbaum [57], information flows are de-
scribed according to five parameters: (1) subject of the information,
(2) sender of the information, (3) attribute, describing the type of
information, (4) recipient of the information, and (5) transmission
principle, stating the condition under which the information flow
is permitted. For example, an Instagram user (subject) might be com-
fortable with Meta (sender) sharing her Instagram data (attribute)
with a third-party service (recipient) if she has authorized it (trans-
mission principle); but not for Meta using them for training GenAI
models (a different transmission principle and privacy violation).
Applications of CI in HCI primarily employ quantitative methods to
identify the appropriateness of information flows [38], operational-
ized in large-scale surveys (e.g., [3, 69]) where information flows are
illustrated through scenario-based vignettes with varying parame-
ters (e.g., a different recipient or transmission principle). There are
a few applications of CI in qualitative research. Gómez Ortega et al.
[30] used data representations to introduce and discuss concrete
CI scenarios during interviews. While Bowser et al. [8] and Kumar
et al. [37] conducted interviews discussing privacy with citizen
scientists and families, respectively, and analyzed the data consid-
ering the CI parameters. Kumar et al. [38] advocate for engaging
with CI in qualitative research to move beyond identifying privacy
concerns towards determining how to respond to those concerns.

We expand on the HCI research that explores and re-configures
people’s relationship with their data, by focusing on how people
experience their data flowing into and out of GenAI models at Meta.
We continue to build on and illustrate the qualitative applications
of CI to understand the appropriateness of information flows and
envision ways to respond to them.

4 Methodology
We unpack how people experience personal data collection and
the enablers and barriers to exercising their rights and governing

their data in GenAI ecosystems. We scoped our research questions
in Meta’s product portfolio as a response to Meta’s policy update
regarding the collection and use of user data to train GenAI models.
We further scoped our research by focusing on adult (18+) Latin
American Instagram users (Section 4.3). We focused on Instagram
as it is one of the most used online platforms by (young) adults in
Meta’s product portfolio. We initially hoped to explore Instagram,
Facebook, and WhatsApp, but we determined that data collected
through WhatsApp was too sensitive to disclose to researchers and
found that our participants were (mostly) inactive on Facebook.

We strove to leverage our research to support individuals engag-
ing in data activism [4, 53, 78]. To do so, we created spaces during
the interview to introduce and discuss Meta’s privacy policy and
increase participants’ awareness of the notion of personal data and
how Meta collects and uses their data. We sensitized participants to
their rights under local regulations and supported them in opting
out of Meta’s training GenAI models with their data if they wished.
Moreover, we translated our research and findings into an informa-
tive Zine. We shared it with participants, who distributed it broadly
and used it to continue the discussion.

4.1 Procedure: Contextual Integrity Scenarios
Inspired by the Contextual Integrity (CI) scenario-based inquiry
(Section 3.3), we conducted semi-structured interviews with 20
Latin American Instagram users, 10 residing in the EU and 10 in
LATAM. During the interviews, we interrogate different scenarios
with varying information flows in the context of GenAI at Meta.

Stage 1: Defining Information Flows from Policy Analysis. We defined
the information flows through an analysis of Meta’s policy update
going into effect on June 26, 2024 [47, Accessed on June 2024] and
Meta’s “How Meta uses information for generative AI models and
features” page [48, Accessed on June 2024]. We analyzed these
documents by annotating the pertinent CI parameters (i.e., subject,
sender, attribute, recipient, and transmission principle) in each sec-
tion and identified the possible variations in each parameter. For
instance, Meta states that “Even if you don’t use our products and
services or have an account, we may still process information about
you to develop and improve AI at Meta.” meaning the subject of the
information can be the (main) user, other users, and other people
(i.e., not users of Meta’s products). Table 1 presents an overview of
our analysis with salient excerpts from Meta’s documents.

Due to our focus on Instagram and intending to discuss a variety
of posts, we expanded on the attributes (i.e., photos and captions)
through a categorization proposed by Hu et al. [34]. They identified
eight different types of photos on Instagram, including (1) selfies
(i.e., photos of one person); (2) friends (i.e., photos with at least two
people); (3) activities (i.e., photos of activities or places where activi-
ties happen); (4) food, (5) gadgets, (6) captioned photos, (7) pets, and
(8) fashion. Our resulting attributes comprise (1) selfies, (2) friends,
(3) activities, (4) other (i.e., photos belonging to any of the other
categories), and (5) information that is publicly available online.
The resulting senders correspond to the participants themselves, as
main users of the account, and the users who tagged them on their
posts. Figure 4 illustrates the resulting ten information flows. For
each one, we invited participants to discuss the following question:
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Table 1: CI parameters mapped along Meta’s Privacy Policy Update on June 26, 2024

CI Parameters Excerpt from Meta’s Documents Variations

(1) Subject
(2) Sender

“Even if you don’t use our products and services or have
an account, we may still process information about you
to develop and improve AI at Meta. For example, if you
appear in an image shared in our products and services
by someone who does use them or if someone mentions
information about you in posts or captions.”

User, other users, other
people.

(3) Attribute “Since it takes such a large amount of data to teach ef-
fective models, a combination of sources are used for
training. We use information that is publicly available
online and licensed information. We also use informa-
tion shared on Meta’s Products and services. This infor-
mation could be things like posts or photos and their
captions.”

Posts, photos, and cap-
tions on Meta’s products,
publicly available infor-
mation online.

(4) Recipient “We share certain information with: (1) advertisers who
show ads on our products, (2) businesses we hire to
market our products for us, (3) businesses we hire to do
things like offer customer service or conduct surveys,
(4) researchers who use it to do things like innovate,
advance technology, or improve people’s safety. We
don’t sell your information, and we never will.”

Meta, third-parties.

(5) Transmission Principle “We believe the use of this information is in the legiti-
mate interests of Meta, our users, and other people. You
have rights related to how your information is used for
AI at Meta. This includes the right to object.”

Legitimate interest (i.e.,
no explicit consent), opt-
out.

How acceptable is it for [sender] to allow [attribute] to be
used by Meta to train their GenAI models?

Generally, CI scenario-based inquiries explore and vary five parame-
ters: subject, sender, attribute, recipient, and transmission principle.
We varied only the sender and attribute since the subject (i.e., par-
ticipant and Instagram user), recipient (i.e., Meta), and transmission
principle (i.e., Meta’s policy update) remain the same. We removed
the subject and transmission principle from the wording to limit
complexity and length – they are introduced and explained before
discussing the scenarios.

Stage 2: Selecting Information Flows from Participant’s Data. In
preparation for each interview, we asked participants for their
Instagram usernames and relevant links with information about
them that were publicly available online (e.g., personal page on em-
ployer’s website, personal blog). We followed them from an empty
Instagram account created only for this research to access their
posts. At this stage, participants consented to the first author se-
lecting posts from their main Instagram feed and tagged posts feed
to discuss during the interview. The first author selected examples
from the participant’s main feed and tagged posts feed based on
the attributes identified during the policy analysis. We did not store
any posts and unfollowed participants after each interview. Each
participant was only invited to see and discuss their data.

Stage 3: Discussing Information Flows with Participants. We con-
ducted semi-structured interviews12 with participants where they
reflected on the acceptability of the various information flows –
introduced with concrete examples from their Instagram data (Fig.
5). The interviews consisted of five parts:

(1) General Knowledge of GenAI: Participants discussed their
familiarity and experiences with GenAI tools (e.g., Chat-GPT,
DALL-E) to gain insights into their understanding of these.

(2) General Knowledge of Data (Governance) in Meta: Par-
ticipants discussed their understanding of Meta’s data prac-
tices. We asked them how familiar they were with Meta’s
privacy update and sensitized them to Meta’s data practices
and policy update by showing them key sections of their
Privacy Policy.

(3) Information Flows:We introduced the CI structure (Sec-
tion 4.1). Participants discussed the acceptability of up to
ten information flows – depending on the availability of the
different attributes in their data. We grounded Meta’s pol-
icy update in concrete examples from participants’ data by
introducing each attribute through their main and tagged
posts (Fig. 5). They could see the photos, captions, and com-
ments for each post. For each attribute, we asked them to
discuss the acceptability of it being used by Meta to train
GenAI models. After discussing all attributes, we invited
participants to summarize their privacy norms.

12The complete interview protocol in English and Spanish is available in the supple-
mentary material.
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Figure 4: Ten information flows discussed with participants during the interviews.

(4) Whether to Opt-Out: Participants reflected on whether
they wanted to opt-out from Meta’s GenAI data processing
or continue opting-in. We emphasized that participants were
free to choose and provided detailed information about both
options. For those who chose to opt-out, we explained the
process, followed it along with them, and invited them to
reflect on it.

(5) Reflection: Participants reflected on the interview by iden-
tifying general principles or rules they use to determine
what’s acceptable regarding data collection and use, and
more broadly, discussing the potential benefits and harms
from allowing product and service providers to use their
data to train GenAI, and envisioning what the ‘ideal’ system
would be.

Stage 4: Broadening the Discussion through a Zine. To continue the
conversation with participants beyond the bounds of our study, we
created a Zine13 summarising important concepts around personal
data and data governance in GenAI systems and inviting individuals
to reflect on these through our findings. We distributed the Zine to
participants, who used it to discuss with friends and families. They
distributed it further within their communities.

4.2 Ethical Considerations
The research activities described abovewere reviewed and approved
by our institution’s Human Research Ethics Committee (HREC).
The principle guiding our research activities was informed con-
sent. We invited participants to actively and explicitly consent to

13Zine in English and Spanish are available in the supplementary material.

the different research stages and activities (i.e., sharing their In-
stagram account handles and participating in the interviews) and
(re)evaluate their participation if necessary. We cared for our partic-
ipants’ data by not storing any of their posts, accessing them only
through private browser windows, and deleting our search history
after each interview. Upon discussion with the HREC, we decided
not to compensate our participants due to the ethical precedent of
compensation limiting their ability to voluntarily consent [59, 62]
– especially as we were accessing their (sensitive) data [31]. Fol-
lowing feminist research practices [31], we strove to find ways –
other than financial incentives – for participants to gain value from
participating in our research, such as the Zine.

4.3 Participants
We interviewed 20 adult active Latin American Instagram users, half
of whom (10) resided in the EU and the other half (10) in LATAM.
We focused on Instagram as it is one of the most used online plat-
forms by (young) adults across Meta’s products. We included Latin
American migrants residing in the EU as they are protected by
the GDPR and inhabit a digital space strongly shaped by Meta to
stay close to their friends and families elsewhere. Further, we in-
cluded Latin Americans residing in LATAM14 as a direct response
to Meta’s Privacy Policy underlining the relational nature of data –
where people’s social relationships can also expose them to their
data being used to train GenAI outside regulatory borders. Here,

14When designing our study, it was unclear whether opting out was possible for par-
ticipants in LATAM. Previous research has shown how some of the rights established
in the GDPR, such as the rights of access and data portability, are available worldwide
since international companies rarely limit them by geography (e.g., [9, 30]).
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Liked by username, username and 50 others
username Running #MorningRun
See the 25 comments
1 hours ago

3rd Party Information

Friends or Family Activity OtherSelfie

Figure 5: Examples of information flows from participants’ data. Amalgamated from several participants to preserve anonymity.
Shared with permission from participants.

it is important to note that Meta plays an important role in the
mobile data space in some Latin American countries, including
Brazil, Colombia, and Mexico, where Meta’s products are often free
to use – i.e., mobile data consumed while using Meta products is
not charged for. We searched for participants by advertising our
call for participation through Meta’s products, including Facebook
groups, Instagram, and WhatsApp.

Participants’ ages ranged from 21 to 61 (median = 30). Twelve
participants identified as women and eight as men. They were from
Brazil, Colombia, Mexico, Peru, and Puerto Rico. Most participants
reported using Meta products for a long time (i.e., more than 10
years). All participants reported frequently using Instagram, open-
ing the app at least once a day, and posting stories and posts on their
feeds at least once a month. We conducted interviews in person
and online, in English and Spanish. The interviews lasted between
35 and 75 minutes and were audio recorded.

4.4 Reflexive Thematic Analysis
The first author made a transcript of the 20 interviews using MS
Office 365, then manually reviewed and edited them. We analyzed
the transcripts through reflexive thematic analysis [11, 12]. We per-
formed several iterations of coding, interpreting, and discussing15.
We leveraged Atlas.TI and physical materials to support the process.
The first two authors read the transcripts to familiarize with the
data. We coded two interviews individually and then discussed and

15We are proficient in English and Spanish, so we did not translate the interviews for
analysis, we constructed all the codes and themes in English – we only translated the
representative quotes reported in this paper.

interpreted the codes together. With this activity, we aimed to un-
derstand our different perspectives on the data and start to develop
a shared understanding. We continued iteratively coding, interpret-
ing, and discussing the codes until we concluded the coding process.
We created 363 unique codes that we iteratively refined. The three
authors then discussed and generated the tentative themes. We gen-
erated three themes: Surrendering to Powerlesness, Unknowns
in Gen AI, with the sub-themes: Expectations of Governance, Un-
known(s) in GenAI, and Acceptable, Ambiguous, and Unacceptable
Information Flows, and Uncertainties about Data Governance.
We further defined each theme through the writing process. Ad-
ditionally, we report on participants’ perceptions in the EU and
LATAM.

Positionality. We aremigrants (fromColombia, Mexico, and Turkey)
residing in the EU and LATAM. We are active users of Meta’s
products. Two of us have opted out of Meta’s processing of our
data to train GenAI models; one is willing to opt out but doesn’t
consider it a pressing issue. Our research interests and personal
experiences influence our focus on personal data governance.

5 Findings
5.1 Surrendering to Powerlessness: Individual

Experiences of Personal Data Collection for
GenAI

Most participants (16/20) had no prior knowledge of personal data
processing in Meta and were unaware of Meta’s policy update.
Among those participants in the EU – who should have received a
notification – only three were somewhat aware of Meta’s privacy
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update. They became aware through the news: “I heard something
about it, but very briefly, in the news. It was not very clear to me, but
I heard something about it” (P8). For most participants, the inter-
view involved gaining new knowledge and awareness about Meta’s
practices and being confronted with the (uncomfortable) feelings
derived from these. We synthesized the nuances of going through
this process into a theme: surrendering to powerlessness.

Powerlessness first manifests during the interview as partici-
pants recognize their little understanding of Meta’s data processing
and the impotence and discomfort that might result from an in-
creased understanding; “I have no idea, and I think I would panic if I
find out” (P4). Participants feel there are no (adequate) resources for
them to expand their knowledge. They expect and have normalized
the inaccessibility of the information on privacy policies, notifi-
cations, and other (un)informative information sources. Similarly,
they expect and have normalized that service providers benefit –
and profit – from processing their data. Moreover, they expect and
have normalized not having agency in how their data is processed.

“To me, the idea of telling Meta «I don’t want my
private information [used] to train AI» is basically
pointless. I feel they don’t care. It is possible to do it,
but they don’t follow it.” (P3)

Powerlessness continues to grow during the interview as partic-
ipants are sensitized to Meta’s Privacy Update. Most participants
perceive it as overwhelming, scary, and abusive: “I feel violated, I
feel abused, although my profile is public, so it is a contradiction” (P4).
Additionally, they are uncertain about what it actually means. Here,
powerlessness manifests from uncertainty, as participants express
uncertainty and doubt about Meta using their posts, photos, and
captions to train Gen AI models (Section 5.2.2). Uncertainty also
stems from potential vulnerabilities that participants – and society
in general – might be exposed to from GenAI outputs involving
their personal information, such as hallucinations, deepfakes, and
fake news.

“Having my swimsuit photos used to generate a nude
[picture], for example, a nude of me, and having it
spread everywhere, like all that online stalking, that
would be something that would freak me out, you
know.” (P10)

The different layers of uncertainty create fear, discomfort, and
creepiness. These feelings briefly prompted participants to delete
some of their posts, and even reconsider using Meta’s products:
“Right now, I feel I should close my Instagram; this does not feel good.”
(P1). Nonetheless, participants acknowledge how difficult – impos-
sible – it would be to stop using Meta’s products and services, even
if doing so can feel uncomfortable and abusive. Thus, powerlessness
comes across again as the inability to act or change.

“Anyway, I’m not going to read that [Meta’s Privacy
Update] and feel uncomfortable knowing that I will
not stop using Instagram because they use my data
to train their models.” (P4)

Participants feel powerless, and then the surrendering comes.
Participants accept and acknowledge the status quo and feel they
have no option but to give their data away for Meta’s GenAI models
and whatever other purposes, “I accepted it. I know the rules and

that it could happen. So if it happens, then, well, yeah, I don’t like
it. But I have to accept it” (P3). Here, it is paramount to underline
the importance of Meta’s products in people’s personal lives and
livelihoods. Not surrendering personal data to Meta, by not using
Meta’s products, could hamper their lives and livelihoods. Moreover,
it is ineffective at the individual level – everyone else uses Meta’s
products. Surrendering personal data collection to train GenAI
becomes a “necessary evil” (P13).

“But what do I do? Nothing, because I’m going to lose.
In other words, imagine that you are in the middle
of the sea in a storm and you find a small boat. The
probability of the small boat failing is high, but if you
don’t get in, you’ll drown. So, it’s better to get in and
try to save yourself in the small boat than not to get
in and drown in the storm.” (P17)

EquatingMeta to a small boat in which to navigate a storm nicely
captures the essence of surrendering to powerlessness. It involves
people giving themselves and their data over to Meta’s GenAI
models – despite the uncertainty and discomfort. It highlights how
people lack the capacity and the ability to act differently. Finally, it
positions individuals and their relationships with Meta in a greater
context that involves and is shaped by people’s lives, livelihoods,
and other people. In this greater context, maybe all together could
find a way to navigate the storm and not drown.

5.2 Unknowns in GenAI: Acceptability of
Information Flows

5.2.1 Expectations of Governance. All participants expected some-
thing different from (the processes around) personal data collection
at Meta and elsewhere. Their expectations influenced what they
deemed acceptable and unacceptable and what felt necessary or
abusive. We elaborate on these expectations and their underlying
feelings, specifically around consent. Participants expressed dis-
satisfaction with the opt-out mechanism implemented by Meta.
They expected to have a voice before the fact and not the ability to
oppose after the fact, “they [Meta] didn’t even give me the chance to
make a decision at the time when they implemented whatever it was
they implemented” (P7). They, therefore, expected and would have
preferred an opt-in mechanism where they would be adequately
informed and give their consent. Still, some participants were crit-
ical of what an opt-in mechanism would have looked like based
on their prior experience with Meta’s products and their fatigue
toward privacy policies:

“I’m not familiar with [how Meta collects personal
data]. I don’t read the Privacy Policy, it sounds too
harsh. I don’t read them, and I might be selling my
soul to the devil. I don’t read anything. I say OK, I
want to use it, next. I don’t have the willingness or
time to read all that stuff, which, by the way, they
make it super long and with super small letters so
that you get dizzy and say yes to everything.” (P13)

Beyond their expectations of informed consent and dissatisfac-
tion with the opt-out mechanism, participants highlighted two
important elements regarding consent: temporality and relational-
ity. Temporality and relationality are also characteristics of posts,
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photos, captions, and comments on Instagram and other forms of
personal data. Data is anchored to a temporal dimension in the form
of timestamps. Personal data, by being related to individuals, might
also contain and reflect their social relationships, which could be
(further) exposed through GenAI.

The temporality of consent relates to when consent is given or
withdrawn and when the policy update is enacted and applied to
people’s data. It is embedded in the temporality of using Meta’s
products, in this case, Instagram. Participants recognize how their
usage of Instagram extends over time and question how the privacy
update fits in this timeline: Does having consented to Instagram’s
terms of service in 2011 mean consenting in perpetuity to whatever
update they come up with? Does the privacy update in 2024 apply
to posts posted in 2011? Temporality, being central to people’s
timestamped digital lives, also influences the acceptability of some
information flowing into and out of GenAI models (Section 5.2.3).

“So I find it’s also a bit weird. I don’t feel very com-
fortable with [my posts] being used as AI training
data. Especially considering that this [post] was quite
a long time ago, and Instagram will just come back to
it now and start using it.” (P5)

The relationality of consent stems from recognizing the relational
and interpersonal nature of posts and comments on Instagram –
and, more broadly, of data – and how consent from an individual
might include others. Consent in relation to others introduces ten-
sions. Once participants were confronted with posts involving other
people (e.g., group pictures, pictures made by participants of other
people), they were doubtful about the need to ask for their consent
to publish these posts and to allow Meta to use them to train GenAI
models. P12 describes the relationality of consent when reflecting
on the acceptability of a family photo of her with her mother and
grandparents:

“My grandparents, I mean, the face of my grandpar-
ents and my mother [make it unacceptable for this
post to be used by Meta’s GenAI models]. I mean, I
think it’s a question of consent. This one, where it’s
like a photo that has to do with me, well, it’s some-
thing that you ask me, but it involves other people
and they’re not being asked. Even if I say yes, it brings
other people in; it doesn’t seem right to me.” (P12)

5.2.2 Unknown(s) (in) GenAI. Participants discussed the
(un)acceptability of (up to) ten different information flows, i.e.,
posts of/with them on Instagram and third parties used by Meta
to train GenAI models. These discussions were permeated with
uncertainties we delineate as the unknown. We choose this term
to underline how GenAI is perceived as a completely different
application of personal data, in contrast, for instance, to person-
alized ads – which are (sort of) known. One might (somewhat)
expect and understand to see personalized ads for running shoes
after spending a couple of hours on Google browsing pages about
running shoes. Yet, with GenAI models, one can’t really expect or
understand how one’s swimsuit photos will affect the algorithm or
its outputs.

The unknown emphasizes the multiple uncertainties throughout
the GenAI development process and how participants don’t even

knowwhat they don’t know about their data in relation to GenAI. It
foregrounds how challenging it is to envision personal data flowing
into and out of GenAI models and, even more so, governing these
flows. Especially due to the generative nature of GenAI and the
unpredictability of how participants’ data would emerge in GenAI
outputs.With questions and doubts from half of our participants, we
want to show the many uncertainties that constitute the unknown:

“Where can photos go? Also, other people’s photos?”
(P1). “What can they get from that photo? What in-
formation will they obtain?” (P2). “ “I still don’t know
where the information is going to go. What are the AI
models going to be doing?” (P3). “How can they train
their models with my data?” (P4) “Actually, I have no
idea which kind of data they could take” (P5). “How
can my comments and those of others be used?” (P6).
“They have access to everything?” (P7). “I don’t know,
I feel I’m not understanding, like, what will they do
with this?” (P8). “Can this be bad? To us?” (P9). “Do
you know what purpose it will have? What use does
it have?” (P10).

The unknown also encompasses the temporality and relational-
ity of people’s data, the data in the system, and the system itself. It
includes the potential and envisioned outputs of Meta’s GenAI mod-
els. Participants were concerned and doubtful about the possible
harms and exposition derived from these (e.g., deepfakes, identity
theft). They discussed potential scenarios where the unknown could
perpetuate their vulnerability: “we go back to that vulnerable place
because you don’t know if someone made a video of you [with GenAI],
which you didn’t even know about” (P7).

At the end of the interviews, we invited participants to envi-
sion alternative ways to collect personal data from individuals to
train GenAI. These discussions circled back to the unknown. They
centered on how to know better.

“The thing is that everything about AI is quite new.
And again, I think Meta should do a better job at
explaining how exactly they’re going to use it [the
data] and not just having a legal document or just
sending a notification saying, hey, we’re going to use
[your data to train] AI and that’s it. It should be an
actual awareness campaign.” (P3)

One common strategy discussed by participants was to introduce
friction, pushing people to know (or remember) constantly, being
“more in-your-face about it (P6). For instance, by being asked “for
every single post, where you can say like, OK, this is whatever, you
can go ahead and use it, or this is sensitive, too sensitive, and I don’t
feel like sharing it” (P5). Nonetheless, friction can be misused and
discourage people. Some participants identified friction from the
need to explain how data processing by Meta impacts them when
opting out, “as a person with no knowledge on the subject, I find it a
bit complex to find what to say [in the form]” (P4).

5.2.3 Acceptable, Ambiguous, and Unacceptable Information Flows.
The (un)acceptability of information flows is conditioned by par-
ticipant’s expectations of privacy and publicity. Participants with
public-facing Instagram accounts, where they post public-facing
posts, feel more comfortable with the flow of these posts, “It’s not
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Figure 6: Spectrum of the (un)acceptability of personal data flowing into and out of GenAI models. It represents the multiple
dimensions discussed by participants influencing (un)acceptability: identifiability, privacy, specificity, and labor.

like Instagram life is very private, right?” (P2). Although they are
not necessarily more comfortable with these posts being used to
train GenAI models. In contrast, participants with private Insta-
gram accounts expect to control who can view and access their
posts. They feel less comfortable, and often uncomfortable, with
the flow of these posts outside of the boundaries they define by
allowing people to follow them – including potential undesired
exposure through Meta’s GenAI tools. They recognize the exposure
to publicity associated with using Meta’s products.

“I think this is, like, definitely my more private life. I
don’t like to share it. I don’t want it to be public, al-
though I know that it’s in Meta’s system and therefore
it is public, let’s say, some sort of public.” (P3)

Information flows are considered acceptable in terms of the pro-
cess and the content. Process-wise, participants envisioned several
scenarios that could benefit them and others from Meta training
GenAI models with their data. For instance, improving models
through (more) diverse data or fine-tuning models to an individual
based on increased access to their data, “I use the tool [GenAI] a lot.
In a certain way, it would benefit me if it were much more effective
and efficient when it came to my interaction with it.” (P18). These
potential benefits made it acceptable for different types of posts to
be used to train GenAI, regardless of their content.

Content-wise, participants described different attributes (i.e.,
posts, photos, captions, comments) influencing the acceptability of
information flows. Attributes that do not contain people or their
information are considered acceptable as they are unrelated to

any individual and do not expose them to any possible harm. Ad-
ditionally, similar information can be found elsewhere, “they are
instruments, and let’s say that you can find the same thing on Google
or anywhere else” (P1). These include simple text (e.g., nice) or emo-
jis (e.g.,
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posts. They feel less comfortable, and often uncomfortable, with
the flow of these posts outside of the boundaries they define by
allowing people to follow them – including potential undesired
exposure through Meta’s GenAI tools. They recognize the exposure
to publicity associated with using Meta’s products.

“I think this is, like, definitely my more private life. I
don’t like to share it. I don’t want it to be public, al-
though I know that it’s in Meta’s system and therefore
it is public, let’s say, some sort of public.” (P3)

Information flows are considered acceptable in terms of the pro-
cess and the content. Process-wise, participants envisioned several
scenarios that could benefit them and others from Meta training
GenAI models with their data. For instance, improving models
through (more) diverse data or fine-tuning models to an individual
based on increased access to their data, “I use the tool [GenAI] a lot.
In a certain way, it would benefit me if it were much more effective
and efficient when it came to my interaction with it.” (P18). These
potential benefits made it acceptable for different types of posts to
be used to train GenAI, regardless of their content.

Content-wise, participants described different attributes (i.e.,
posts, photos, captions, comments) influencing the acceptability of
information flows. Attributes that do not contain people or their
information are considered acceptable as they are unrelated to
any individual and do not expose them to any possible harm. Ad-
ditionally, similar information can be found elsewhere, “they are
instruments, and let’s say that you can find the same thing on Google

or anywhere else” (P1). These include simple text (e.g., nice) or emo-
jis (e.g., ) in comments and captions, and photos of landscapes,
food, objects, and pets, among others. P15 articulates this when re-
flecting on the difference in acceptability of a picture of his partner
and a picture of his dog: “It’s not a human, I mean, no one is looking
for a dog or trying to steal the identity of a dog, right?” At the same
time, this quote underlines potential assumed harms of personal
data flowing out of GenAI, such as identity theft.

Attributes containing people or their information are considered
acceptable when they contain: (1) generic information, (2) non-
identifiable information, and (3) public-facing information. Generic
information is decontextualized and commonplace. Its generic qual-
ity means that it is not considered personal or private and, therefore,
is acceptable to be used to train GenAI models. It includes “typical
comments that people get that are not too personal or too private,
like congratulations or just an emoji” (P3), and photos of objects
everyone has, things everyone does, or places everyone visits. Non-
identifiable information does not relate to an identifiable person or
the preferences and activities closely tied to people’s identities. It
includes images of people that are not recognizable, people with
heavy filters, and large groups of people where individuals are not
distinguishable. Again, it is acceptable as it is not considered per-
sonal or private, “it [selfie with a filter] is me, but not so much me.
Let’s say I have a semi-identity. It doesn’t feel very personal” (P10).
Public-facing information corresponds to identifiable information
online with the intention and expectation of publicity. It includes

) in comments and captions, and photos of landscapes,
food, objects, and pets, among others. P15 articulates this when re-
flecting on the difference in acceptability of a picture of his partner
and a picture of his dog: “It’s not a human, I mean, no one is looking
for a dog or trying to steal the identity of a dog, right?” At the same
time, this quote underlines potential assumed harms of personal
data flowing out of GenAI, such as identity theft.

Attributes containing people or their information are considered
acceptable when they contain: (1) generic information, (2) non-
identifiable information, and (3) public-facing information. Generic
information is decontextualized and commonplace. Its generic qual-
ity means that it is not considered personal or private and, therefore,
is acceptable to be used to train GenAI models. It includes “typical
comments that people get that are not too personal or too private,
like congratulations or just an emoji” (P3), and photos of objects
everyone has, things everyone does, or places everyone visits. Non-
identifiable information does not relate to an identifiable person or
the preferences and activities closely tied to people’s identities. It
includes images of people that are not recognizable, people with
heavy filters, and large groups of people where individuals are not
distinguishable. Again, it is acceptable as it is not considered per-
sonal or private, “it [selfie with a filter] is me, but not so much me.
Let’s say I have a semi-identity. It doesn’t feel very personal” (P10).



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Gómez Ortega, et al.

Public-facing information corresponds to identifiable information
online with the intention and expectation of publicity. It includes
posts and photos made in a public context or with a public goal
(e.g., in a professional context). It is meant to be shared with others
and seen by others, and although others don’t necessarily include
GenAI models, its use is considered acceptable.

“I think that it [public-facing post] is acceptable, I
mean, that’s a project I’m currently working on. It’s
fine because you give the information that you want
to be out there, with a certain awareness or responsi-
bility.” (P7)

Information flows are ambiguous regarding the (potential) ap-
plications and the content. When discussing the ambiguity of some
attributes, participants often questioned the value of said attribute
being used to train GenAI models, “at first glance, if I see this video,
I say, what for? What purpose would it serve?” (P16). Still, they envi-
sioned potential (un)acceptable applications of their posts within
the GenAI lifecycle. That is, specific applications where the infor-
mation flows are acceptable or unacceptable. Yet, as there is no
guarantee posts will be used only in a specific way or context, this
leads to ambiguity.

“I think I could make some exceptions for certain uses.
Let’s say the residents’ association of the [place where
the picture was taken] wants to use it. I wouldn’t
mind if they used it to generate content that promotes
tourism in that area, right? But beyond that, I think I
would need to know. I would need to be certain of the
environment in which that photo could be used. I still
wouldn’t want this photo to end up somewhere else.
As long as what the AI extracts is the information per
se, that is, let’s say, the landscape or the place itself
rather than who is there, I think I wouldn’t have any
problem.” (P16)

In terms of content, participants expressed ambiguity in relation to
attributes containing people or their informationwhere information
is partly generic, “I mean, I think if they were even photographs where
there were no features, meaning your whole face wasn’t visible or
things like that, I wouldn’t find it acceptable, but I wouldn’t find it
that serious” (P14). That is, information is not fully generic – as in
acceptable information flows – but generic enough that it could
be (mis)used and contextualized in multiple ways. For instance, a
picture of a group of friends with generic enough qualities that it
might be considered a Stock image, but it is not; or the harmless
preferences that can be inferred from content posted on Instagram:

“When I heard the news, I thought, well, how can they
train [GenAI] models with my information? What
can they learn? I mean, that I like pasta more than
hamburgers? I kind of imagined things that weren’t
serious. That I wouldn’t mind.”(P4)

Information flows are considered unacceptable as participants
recognize attributes as a product of human labor and inherently
human. First, people have a role in creating, editing, and posting
their photos and captions, “it is my photo, the aesthetics of the photo
are mine, my intellectual property, my creativity” (P4). It is not ac-
knowledged by Meta. Training GenAI models with posts produced

with care by individuals is perceived as exploitative, weird, and
abusive. Second, people are captured in these posts. They expose
individuals, their faces, bodies, and social relationships to publicity
and potentially unknown harms. For instance, by containing or
revealing sensitive or intimate information, “everything seems very,
very personal to me, very mine, very much like my feelings” (P20);
linking information related to an individual from multiple places
and sources that is intentionally disconnected, “many people didn’t
know that I had gone to that event, so it is very upsetting, I don’t
want to be connected to that.” (P7); or containing or revealing very
clearly identifiable information about an individual, such as their
whereabouts, their bodies, or their face:

“It’s my face, it’s me, so there are no filters, you see it.
I would be a little scared, I think there’s nothing more
to appreciate in that photo than my face, I mean, the
background is blurred, I’m in the foreground. Again,
it’s exposing myself to an environment that can in-
terpret this photo in 80,000 ways, and can use it in
80,000 ways.” (P16)

A critical element leading to unacceptability was the presence of
other people, both as exposing others and being exposed by others.
These types of posts were always considered unacceptable and
uncomfortable. Discussing these posts allowed participants to ques-
tion their (digital) relationships with others and how they are and
should be governed (Section 5.2.1). Unacceptability and discom-
fort were even greater when those other people were minors and
individuals not active on social media – and were being exposed
through the posts – or were dead – and could not even have a
say. Moreover, as most participants have been using Instagram for
more than ten years, the temporality of (inter)personal posts also
contributes to their unacceptability:

“I think this might be a bit weird because, like, there
are pictures of us as teenagers kissing. Which I feel
is quite weird. Well, the fact that it could be used,
for example, to generate new images, you know, and
then it would have like models of teenagers kissing,
and maybe that would make AI generate images of
younger people kissing, which might be a bit fucked
up. You know, it can go to many levels, and well, yeah.”
(P5)

5.2.4 (Un)Acceptability Spectrum. We summarise acceptable,
ambiguous, and unacceptable information flows into the
(un)acceptability spectrum illustrated in Figure 6. This spectrum
includes four dimensions16:

• Identifiability: How identifiable are individuals? To what
extent could their likeness be (mis)used through GenAI? It
is acceptable for data not associated with people to be used
for GenAI. It is unacceptable for data about an identifiable
person, or people, to flow into GenAI models – especially as
it is unclear in which way it could flow out of these models.
Unacceptability increases with the presence and potential
exposure of other people.

16Note that a single data point could be both identifiable and low labor or general and
low labor.
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• Privacy: How private is the information being captured
by the data? To what extent could GenAI expose it? It is
acceptable for data generated in people’s public spaces, al-
ready public-facing, to be used for GenAI. It is unacceptable
for data that belongs to people’s private spaces to flow into
GenAI models.

• Specificity: How specific is the information being cap-
tured by the data? To what extent could it be enlarged and
(mis)interpreted through GenAI? It is acceptable for generic
data to be used for GenAI. It is unacceptable for data specific
about a person or group of people to flow into and out of
GenAI – as it could be potentially harmful.

• Labor: How much labor went into creating the data? To
what extent could it be undermined through GenAI? It is
acceptable for data generated with little human labor to
be used for GenAI. It is unacceptable for data that was a
product of human labor to flow into or out of GenAI models
– especially without attribution and recognition.

5.3 Uncertainties about Data Governance: (Not)
Opting-Out
“I don’t know what I expect [opting-out] because I
don’t know what is happening, to be honest.” (P9)

Most participants (14/20) opted out of Meta’s personal data col-
lection to train their GenAI models. Thirteen of them during the
interview. Notably, one participant in the EU opted out before the
interview. She became aware of this possibility through her Insta-
gram feed and followed the steps suggested in one post on her feed.
Out of the 13 opt-out requests made by participants during the
interviews, 12 were accepted. One participant, in the EU, received a
response from Meta stating they were unable to process his request
until he submitted evidence that his personal information appears
in responses from Meta’s GenAI – this aligns with the arbitrarity
described by Knibbs [36]. Participants in LATAM sometimes could
not access the form to opt out of their devices. In these cases, we
filled out the form with them during the interview from the EU.
None of the requests made by participants in LATAM were denied.

Similar to the potential applications of personal data flows in
Meta’s GenAI ecosystem, the opting-out process involved multiple
uncertainties. The possibility to opt out was uncertain in itself – it
was received as a nice surprise. Most participants (18/20) did not
know it was possible to opt out – “I don’t think it’s that clear that you
have this option, I really was not aware of it” (P9). They repeatedly
highlighted how they would have never known how to find the
form and follow the process by themselves. In this way, they also
surrender to the status quo. They understand that pervasive data
collection is the norm and product and service providers are not
interested in promoting and supporting individuals to govern their
data.

“It seems to me that they are doing the bare mini-
mum. You know, well, we [Meta] are going to send
the notification, but most people are not going to pay
attention to it; among the 800 notifications they have,
we are going to be able to do what we want.” (P13)

Participants expressed further uncertainties around the opting-
out process. Especially around what it means for them, their social

(and digital) relationships, and their data: “so, what wouldn’t they
have access to, or what would they have access to?” (P7). This echoed
their overall uncertainty on how exactly Meta would use their data
to train GenAI models (Section 5.2). Similarly, participants were
uncertain about the potential short- and long-term implications of
opting out as they continued using Meta’s products: Would it be the
same? Would it change how they can use Meta’s products? Would
it restrict their access to Meta’s AI tools? Moreover, participants
were uncertain about the uncertainties of the opting-out process as
described by Meta on their Privacy Policy and opt-out form (e.g.,
What if their data was already being used to train GenAI models?
How would opting-out change that?) They found the information
available insufficient and ambiguous, and the process arbitrary.

“I don’t know; for example, it’s not clear to me if
once you decide to opt-out, then that only applies
to posts after [opting-out] or if it’s retroactive. It’s
very ambiguous, and [Meta] doesn’t guarantee that
they won’t use them [posts]. They really do review it
[opt-out request], and they might say no, it doesn’t
seem like that to us. It seems very arbitrary to me.”
(P14)

Whether to opt out was also an uncertain decision – participants
expressed doubt and concern about it. Amongst participants who
decided not to opt out, there were three distinct motivations: (1)
wanting to contribute to GenAI models, (2) wanting to wait and see
how GenAI models are deployed by Meta, and (3) not trusting Meta.
The first one stems from recognizing the role (personal) data plays
in the development and deployment of GenAI models and wanting
better models (for themselves and other people), “the bigger the
model, the better it works. The more people opt out, the less it works”
(P6). Note that even participants who did not want to opt-out, for
this reason, would have wanted some posts (e.g., family pictures)
not to be used to train GenAI models. The second one derived
from further uncertainty about Meta’s GenAI models and wanting
more certainty before making a decision, “I don’t want to [opt-out]
yet, but I like that the option is there” (P10). The third one further
illustrates how participants surrender to powerlessness (Section 5.1),
they acknowledge the power imbalance between them and Meta
and don’t trust the mechanisms set in place by Meta to (slightly)
tumble it.

“They [Meta] will continue to use it and not care
what people say. They only have that [opt-out] form
because they have to comply with the rule that «we
are giving people the ability to do this» but they are
not actually doing it.” (P3)

The motivation of participants who decided to opt out stemmed
from them considering Meta’s processing of their data to train
GenAI models unacceptable, uncomfortable, and creepy (Section
5.2). Note that even participants who wanted to opt out would
have accepted some of their posts (e.g., objects, landscapes) being
used to train GenAI models. Participants perceived the opt-out
process as relatively easy, with the caveat that we supported them
in filling the required text box describing how data processing
impacts them, and we directed them to the form – “the difficult
thing is knowing where it [the form] is to do it” (P8). Nonetheless,
participants were baffled by Meta having to review and accept their
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Table 2: Participants self-reported prior knowledge of Meta’s data collection practices, Meta’s GenAI policy update, and their
opting-out requests before and during the interviews.

Participants in LATAM Participants in the EU

Prior Knowledge Meta’s Data Collection Practices 2/10 2/10
Meta’s Privacy Policy Update 1/10 3/10

Opting-Out Prior to the Interview 0/10 1/10
During the Interview 7/10 6/10

opt-out request: “Why do they have to approve something that I am
asking for and that I as a user am refusing?” (P7). It made it hard for
participants to envision the potential impact of opting out as they
were expectant of Meta’s decision. It also intensified participants’
feelings of powerlessness: even when given a choice, that choice
is not entirely theirs but mediated by Meta. In most cases, this
decision came within minutes, during the interview. Even when it
was a positive one, it introduced further uncertainties:

“They have already accepted it. What is not clear, for
example, is what it means that they have accepted
it. It says they will not process my information, but
what does that mean? How do I know that they are
not processing it?” (P8)

Overall, the decision to opt-out was permeated by multiple un-
certainties; the opt-out process, its practicalities, and implications
were uncertain, and the outcomes of the process led to further
uncertainties and unanswered questions.

5.4 Different Starting Points: Perspectives from
EU and LATAM

Participants in the EU and LATAM expressed similar opinions about
their data flowing into and out of GenAI models and had similar
prior knowledge of Meta’s data collection practices and policy
update (Table 2). One important difference was their awareness of
local legislation and the rights these grant them over their personal
data. Most participants in the EU (7/10) were familiar with the GDPR
and mentioned it during the interview, for instance, concerning
how Meta was required to inform them of their policy update and
allow them to opt-out.

“The good thing is that we are in Europe, we are
legallymore protected than in other countries because
of GDPR, they [Meta] need to communicate with us.”
(P6.)

Awareness of the GDPR carried the expectation of data protec-
tion it being enforceable on their data even when it was created and
posted from abroad (e.g., tagged posts where the primary user was
based in LATAM) – “This is a bit fucked-up, because if you, I mean,
if you were within European territory, I would expect that you would
be under European laws.” (P5). In contrast, none of the participants
in LATAM (0/10) were familiar with local legislation or mentioned
it during the interviews. For them, the interview – and later the
Zine – represented a first encounter with actionable information
about data governance and the specific rights they have over their
data. This does not illustrate divergent perspectives but a different
starting point. It demonstrates the importance of leveling the field

when conducting research across continents and regulations – cre-
ating a space for participants to start from the same place, even
when it might lead to redundancy for some.

6 Discussion
We synthesize our findings into three provocations on personal
data flowing into and out of GenAI models. They are meant to
be generative and open up discussion. With our provocations, we
argue for a position to highlight shortcomings in the consensus,
raise new questions, and challenge the status quo [6, 13].

6.1 Should We Surrender to Powerlessness?
With the theme of surrendering to powerlessness, we describe
how participants feel they lack the capacity to stop Meta from
exploiting their data and to react to policy updates with which
they might disagree. Powerlessness is multifaceted: insufficient
awareness, normalization, and acceptance of the status quo, over-
simplified categories of who is a user and therefore gets to opt-out,
and non-enforceable regulations all contribute to powerlessness.
Powerlessness increases through the pivotal role Meta’s products
play in how (most) people relate with others and their livelihoods –
making it almost impossible to stop using them. Our findings on
powerlessness mirror reactions to policy updates by other service
providers such as WhatsApp [29] and Reddit [54]. People are out-
raged and confused; they are eager to take action, and although in
some cases successfully do so (e.g., [54]), in most cases, they fail to
account for the relational implications of doing so (e.g., stopping
using a service requires convincing others to do so [29, 56]) and
revert to acceptance. Legislative differences between continents
accentuate this tendency towards acceptance [7, 46], as people’s
ability to exercise their rights depends on where they are based and
continue to perpetuate colonial hierarchies [35, 52]. What alterna-
tives are then to shift the power imbalance between individuals
and tech giants like Meta across continents?

The power imbalance between individuals and service providers
and the extractivist and exploitative nature of personal data pro-
cessing have been problematized across disciplines (e.g., [2, 35, 64,
74, 78]). Previous work has explored how people can shift this
power imbalance by leveraging their rights [4, 53, 78]. We echo
these perspectives, framing tech giants’ reliance on personal data as
an opportunity to reverse the power imbalance. Based on insights
from participants in our study, we propose three generative spaces
where greater data leverage can be fostered:
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• Opt-Out Strikes, emphasizing the insufficiency of policy
updates without affirmative and informative consent prac-
tices by actively withdrawing consent and access to data as a
response. They require rights to object or restrict processing
and delete data. On a small scale, they were enacted by partic-
ipants who opted-out of Meta’s GenAI data processing. Still,
questions remained about Meta’s honoring their decision.

• Relational Data Poisoning, responding to the discom-
fort expressed by participants concerning other people’s
privacy by “poisoning” (e.g., applying a filter, cropping, edit-
ing) data when it is shared and relational to prevent the
non-consensual use and exploitation of others. It requires
familiarity with digital tools and rights to delete data. On
a small scale, it was enacted by participants who cropped
or deleted posts of/with minors, friends, and family after
the interview. Participants suggested tech companies could
facilitate relational poisoning by identifying other people in
the data and proactively excluding them from algorithmic
processing.

• Conscious Data Labor, foregrounding individuals as cre-
ators, sources, and ultimate beneficiaries of data by transfer-
ring it to platforms where they can derive value. It requires
rights to access or data portability. It was discussed by P15
and enacted by him on a small scale. P15 accounts for the
effort and labor he puts into generating his data. He has
uploaded it to platforms other than Instagram, where he can
monetize it or at least actively and explicitly consent to its
use in GenAI.

We recognize that the impact of these strategies is limited and
transfer the responsibility to individuals. Yet, we argue some of the
power should fall on individuals and outline these as pragmatic
ways of achieving that. Although these might be ineffective on
a small scale, prior research demonstrates that even a small data
strike can substantially reduce the utility of a recommender system
without sacrificing access to the underlying services [78].

Provocation 1: We are not powerless data subjects, but
powerful data contributors. Individuals contribute greatly
through the data they generate and can leverage their con-
tributions to shift the power imbalance between them and
service providers, whether through (1) opt-out strikes, (2)
relational data poisoning, or (3) conscious data labor.

6.2 From Personal to (Inter)Personal and
Relational Data

Data is often portrayed as a resource to be refined and exploited
[63], “the new gold” [68] or “ the new oil” [26]. Thus justifying
its processing across various applications, including GenAI. These
perspectives fail to account for the entanglements between data
and people and how “data are people” [85]. Loukissas [45] argues
“all data are local” and calls for acknowledging how data(sets) are
created by people in specific configurations (e.g., times, places,
bodies, devices). Desjardins et al. [23] highlight how data are lively
and dynamic. We continue to expand on these ways of describing
and challenging data by emphasizing how data and its algorithmic
derivatives are (inter)personal and relational. They capture, contain,
and reveal information about a person and other people in their

lives and physical environments. Although these aspects are more
evident in social media, social and relational by design, they expand
to other forms of data and other settings, such as the (smart) home,
where families share a physical space and the digital technologies
within (e.g., [10, 30, 40, 79]).

Throughout our study, we discuss concepts and protections
across legislation that emphasize the personal nature of personal
data, that is, related to an identified or identifiable person. These
overlap with how service providers conceptualize their users: a
person. Yet, users and their data – much like people – are (in-
ter)personal: shared, social, and relational. Data’s (inter)personal
nature first emerges by analyzing Meta’s privacy update. They de-
scribe how data from a person – whether or not they are users
of Meta – might leak or spread to other people’s accounts and
data. Thus, people’s social relationships permeate their digital lives
and their data. The (inter)personal nature of data is further dis-
cussed by participants as they encounter other people in their data
and/or find themselves in other people’s data. Recognizing data as
(inter)personal invited participants to reconsider critical aspects
around ownership (e.g., Whose data is it?), agency (e.g., Who should
have a say?), and consent (e.g., Should I have asked others?). These
considerations highlight one of the shortcomings of design, policy,
and current forms of data governance: they are centered around
individuals. Who should have rights over shared data? How could
these rights be enforced across individual and legislative bound-
aries?

Provocation 2: Data are not personal, but (inter)personal,
shared, and relational. We should establish design, policy,
and data governance approaches that go beyond the indi-
vidual and address data’s (inter)personal nature. Especially
as (inter)personal data flows into and out of GenAI mod-
els mediated by individuals with different preferences and
sensibilities.

6.3 Towards Encountering the Unknown
through Design
“The activity we did of looking at my posts, it makes
you think a lot about what you share and what you
don’t. At this point, it [data] is not even directed at
other people, but literally at the entire world, and at
a system that will know more about you than you do
yourself.” (P19)

Our results underline the many uncertainties, concerns, and
questions surrounding how personal data flows into and out of
GenAI. These uncertainties contribute to difficulties in articulating
and addressing algorithmic aspects of privacy and privacy risks
[30, 41, 70]. Privacy can be violated in non-obvious ways that are
difficult to articulate and need to be disentangled from data, and
algorithms. We delimited the multiple uncertainties around data
flowing into and out of GenAI models as “the unknown.” It is partly
due to processes of collecting, tracking, aggregating, and exploit-
ing personal data being invisible to individuals [79] and, in some
cases, manipulative [73]. It is aggravated by information on privacy
policies and consent notices not containing clear information [22]
nor the information users wish to know [41]. Further, it expands
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with how (Gen)AI technologies create new types of privacy risks
or exacerbate known privacy risks [42].

As GenAI and AI technologies pose new – and unknown – pri-
vacy risks; it is paramount to support individuals in grappling
with these. We argue that overcoming the unknown(s) requires
design efforts that invite people to encounter data and their algo-
rithmic derivatives in different ways grounded in their data and
lived experiences. This should be done across user groups, con-
sidering conditions like education levels, environment, and socio-
economic conditions. We support our argument with observations
from participants, such as the quote above, where P19 described the
value of thinking about the algorithmic aspects of privacy through
her own Instagram posts. Privacy research has largely focused
on (re)imagining and (re)designing online consent processes, pri-
vacy notices, and privacy labels aiming to better inform or educate
people (e.g., [16, 22, 76, 82, 84]). We recognize the value of these
efforts, yet they don’t fully grapple with the fact that frequently
underlying uncertainties remain uncertain, abstract, and opaque.
Discussing personal data, an abstract construct, is not the same as
discussing about people’s Instagram posts, a concrete construct.
Through concrete discussions, we found that people would prefer
to actively delimit how their data flows into GenAI. Some would
find it acceptable to have parts of their data flowing into and out
of GenAI models. We see this as an opportunity to balance data
contributions to GenAI models with people’s preferences and expec-
tations that can be enabled through design. Design can contribute
to creating concrete encounters that invite people to overcome the
unknown, by knowing and feeling their personal data and algorith-
mic derivatives (e.g., [32, 66]). These can promote conversations
beyond identifying privacy concerns towards determining how to
respond to them (or not).

Provocation 3: We should not design to provide better or
more information about personal data and GenAI, but rather
ways that invite people to encounter their data and algorith-
mic derivatives. The governance of (inter)personal data into and
out of GenAI models is mediated by the unknown. How data flows
is difficult to understand and articulate. It requires ways of knowing,
beyond receiving information, that promote a felt understanding
of data collection and exploitation.

7 Conclusion
This paper contributes with a qualitative interview study and anal-
ysis of how people experience personal data collection in GenAI
ecosystems. We focused on personal data collection by Meta, specif-
ically Instagram, in line with their recent policy update on process-
ing user data to train GenAI models. We conducted semi-structured
interviews with 20 Latin American Instagram users in the EU
and LATAM. We discussed the acceptability of their data flow-
ing into and out of GenAI through different scenarios. We unpack
power dynamics in data collection, the (inter)personal nature of
data, and the multiple unknowns concerning GenAI. We delimit an
(un)acceptability spectrum describing the acceptability of personal
information being processed for GenAI according to four dimen-
sions: identifiability, privacy, specificity, and labor. We propose and

discuss a set of generative provocations highlighting the shortcom-
ings of processing personal data to train GenAI models and open
further discussion.
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